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#### Abstract

This article provides the theoretical development and simulation results of a novel Galerkin subspace projection scheme for damped dynamic systems with stochastic coefficients. The fundamental idea involved here is to solve the stochastic dynamic system in the frequency domain by projecting the solution into a reduced finite dimensional spatio-random vector basis to approximate the response. A Nueumann expansion type of approach is used to generate the complex stochastic basis functions. The proposed method is applicable to linear dynamic systems with Gaussian and non-Gaussian random fields. Galerkin weighting coefficients have been employed to minimize the error induced due to the reduced basis and finite order spectral functions and hence to explicitly evaluate the stochastic system response. The statistical moments of the solution have been evaluated at all frequencies to illustrate and compare the stochastic system response with the deterministic case. The results have been compared to direct Monte-Carlo simulation for different correlation lengths and variability of randomness.


## 1 INTRODUCTION

Due to the significant development in computational hardware it is now possible to solve very high resolution models in various computational physics problems, ranging from fluid mechanics to nano-bio mechanics. However, the spatial resolution is not enough to determine the credibility of the numerical model, the physical model as well its parameters are also crucial. Since neither of these may not be exactly known, there has been increasing research activities over the past three decades to model the governing partial differential equations within the framework of stochastic equations. We refer to few recent review papers [1-3]. Consider a bounded domain $\mathcal{D} \in \mathbb{R}^{d}$ with piecewise Lipschitz boundary $\partial \mathcal{D}$, where $d \leq 3$ is the spatial dimension and $t \in \mathbb{R}^{+}$is the time. Further, consider that $(\Theta, \mathcal{F}, P)$ is a probability space where $\theta \in \Theta$ is a sample point from the sampling space $\Theta, \mathcal{F}$ is the complete $\sigma$-algebra over the subsets of $\Theta$ and $P$ is the probability measure. We consider a linear stochastic partial differential equation (PDE) of the form

$$
\begin{equation*}
\rho(\mathbf{r}, \theta) \frac{\partial^{2} U(\mathbf{r}, t, \theta)}{\partial t^{2}}+\mathfrak{L}_{\alpha} \frac{\partial U(\mathbf{r}, t, \theta)}{\partial t}+\mathfrak{L}_{\beta} U(\mathbf{r}, t, \theta)=p(\mathbf{r}, t) ; \quad \mathbf{r} \in \mathcal{D}, t \in[0, T] \tag{1}
\end{equation*}
$$

with the associated Dirichlet condition

$$
\begin{equation*}
U(\mathbf{r}, t, \theta)=0 ; \quad \mathbf{r} \text { on } \partial \mathcal{D} . \tag{2}
\end{equation*}
$$

In the above equation $\rho(\mathbf{r}, \theta)$ is the random mass distribution of the system, $p(\mathbf{r}, t)$ is the distributed time-varying forcing function, $\mathfrak{L}_{\beta}$ is the spatial self-adjoint stochastic stiffness operator, $\mathfrak{L}_{\alpha}$ is the spatial self-adjoint stochastic damping operator and $U(\mathbf{r}, t, \theta)$ in the stochastic response quantity to be obtained. Note that $\mathfrak{L}_{\alpha}(\bullet)$ and $\mathfrak{L}_{\beta}(\bullet)$ involve linear stochastic differential operators with coefficients $\alpha(\mathbf{r}, \theta)$ and $\beta(\mathbf{r}, \theta)$ as the second order random fields such that $\alpha, \beta: \mathbb{R}^{d} \times \Theta \rightarrow \mathbb{R}$. We assume the random fields to be stationary and square integrable. The purpose of this paper is to investigate a new solution approach for Eqn. (1) after the discretization of the spatio-random fields using the well established techniques of stochastic finite element method (SFEM) as can be found in references [4-6].

The random fields in Eqn. (1) can be discretized to represent them as spectral functions using a finite number of random variables using one of the established techniques available in literatures [4, 7]. Hence the stochastic PDE along with the boundary conditions would result in an equation of the form

$$
\begin{equation*}
\mathbf{M}(\theta) \ddot{\mathbf{u}}(\theta, t)+\mathbf{C}(\theta) \dot{\mathbf{u}}(\theta, t)+\mathbf{K}(\theta) \mathbf{u}(\theta, t)=\mathbf{f}_{0}(t) \tag{3}
\end{equation*}
$$

where $\mathbf{u}(\theta, t)$ is the discretized response vector, $\mathbf{M}(\theta)=\mathbf{M}_{0}+\sum_{i=1}^{p} \mu_{i}\left(\theta_{i}\right) \mathbf{M}_{i} \in \mathbb{R}^{n \times n}$ is the random mass matrix, $\mathbf{K}(\theta)=\mathbf{K}_{0}+\sum_{i=1}^{p} \nu_{i}\left(\theta_{i}\right) \mathbf{K}_{i} \in \mathbb{R}^{n \times n}$ is the random stiffness matrix along with $\mathbf{C}(\theta) \in \mathbb{R}^{n \times n}$ as the random damping matrix. Here the mass and stiffness matrices have been expressed in terms of their deterministic components ( $\mathbf{M}_{0}$ and $\mathbf{K}_{0}$ ) and the corresponding random contributions $\left(\mathbf{M}_{i}\right.$ and $\left.\mathbf{K}_{i}\right)$ obtained from discretizing the stochastic field with a finite number of random variables $\left(\mu_{i}\left(\theta_{i}\right)\right.$ and $\left.\nu_{i}\left(\theta_{i}\right)\right)$ and their corresponding spatial basis functions. This has been elaborated in subsection 2.1. In the present work proportional damping is considered for which $\mathbf{C}(\theta)=\zeta_{1} \mathbf{M}(\theta)+\zeta_{2} \mathbf{K}(\theta)$, where $\zeta_{1}$ and $\zeta_{2}$ are deterministic scalars. For the harmonic analysis of the structural system considered in Eqn. (3), it is represented in the frequency domain as

$$
\begin{equation*}
\left[-\omega^{2} \mathbf{M}(\theta)+i \omega \mathbf{C}(\theta)+\mathbf{K}(\theta)\right] \widetilde{\mathbf{u}}(\theta, \omega)=\widetilde{\mathbf{f}}_{0}(\omega) \tag{4}
\end{equation*}
$$

where $\widetilde{\mathbf{u}}(\theta, \omega)$ is the complex frequency domain system response amplitude, $\widetilde{\mathbf{f}}_{0}(\omega)$ is the amplitude of the harmonic force.

Now we group the random variables associated with the mass and damping matrices of Eqn. (3) as

$$
\xi_{i}(\theta)=\mu_{i}(\theta) \quad \text { and } \quad \xi_{i+p}(\theta)=\nu_{i}(\theta) \quad \text { for } \quad i=1,2, \ldots, p
$$

following which the expression for the linear structural system in Eqn. (4) can be expressed as

$$
\begin{equation*}
\left(\mathbf{A}_{0}(\omega)+\sum_{i=1}^{2 p} \xi_{i}\left(\theta_{i}\right) \mathbf{A}_{i}(\omega)\right) \widetilde{\mathbf{u}}(\omega, \theta)=\widetilde{\mathbf{f}}_{0}(\omega) \tag{5}
\end{equation*}
$$

where $\mathbf{A}_{0}$ and $\mathbf{A}_{i} \in \mathbb{C}^{n \times n}$ represent the complex deterministic and stochastic parts respectively of the mass, the stiffness and the damping matrices ensemble. For the case of proportional damping the matrices $\mathbf{A}_{0}$ and $\mathbf{A}_{i}$ can be written as

$$
\left.\begin{array}{rl} 
& \mathbf{A}_{0}(\omega) \\
& =\left[-\omega^{2}+i \omega \zeta_{1}\right] \mathbf{M}_{0}+\left[i \omega \zeta_{2}+1\right] \mathbf{K}_{0}  \tag{7}\\
& \mathbf{A}_{i}(\omega)
\end{array}=\left[-\omega^{2}+i \omega \zeta_{1}\right] \mathbf{M}_{i} \quad \text { for } \quad i=1,2, \ldots, p\right] .2 p .
$$

The paper has been arranged as follows. In section 2 a brief overview of spectral stochastic finite element method is presented. The projection theory in the vector space is developed in section 3. In section 4 an error minimization approach in the Hilbert space is proposed. The idea of the reduced orthonormal vector basis is introduced in subsection section 5. The post processing of the results to obtain the response moments are discussed in section 6. Based on the theoretical results, a simple computational approach is shown in section 7 where the proposed method of reduced orthonormal basis is applied to the stochastic mechanics of an EulerBernoulli beam. From the theoretical developments and numerical results, some conclusions are drawn in section 8 .

## 2 Overview of the spectral stochastic finite element method

### 2.1 Discretization of the stochastic PDE

First consider $a(\mathbf{r}, \theta)$ is a Gaussian random field with a covariance function $C_{a}: \mathbb{R}^{d} \times \mathbb{R}^{d} \rightarrow$ $\mathbb{R}$ defined in the domain $\mathcal{D}$. Since the covariance function is square bounded, symmetric and positive definite, it can be represented by a spectral decomposition in an infinite dimensional Hilbert space. Using this spectral decomposition, the random process $a(\mathbf{r}, \theta)$ can be expressed [see for example, [4, 8]] in a generalized Fourier type of series known as the Karhunen-Loève (KL) expansion

$$
\begin{equation*}
a(\mathbf{r}, \theta)=a_{0}(\mathbf{r})+\sum_{i=1}^{\infty} \sqrt{\nu_{i}} \widetilde{\xi}_{i}(\theta) \varphi_{i}(\mathbf{r}) \tag{8}
\end{equation*}
$$

Here $a_{0}(\mathbf{r})$ is the mean function, $\widetilde{\xi}_{i}(\theta)$ are uncorrelated standard Gaussian random variables, $\nu_{i}$ and $\varphi_{i}(\mathbf{r})$ are eigenvalues and eigenfunctions satisfying the integral equation

$$
\begin{equation*}
\int_{\mathcal{D}} C_{a}\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \varphi_{j}\left(\mathbf{r}_{1}\right) \mathrm{d} \mathbf{r}_{1}=\nu_{j} \varphi_{j}\left(\mathbf{r}_{2}\right), \quad \forall j=1,2, \cdots \tag{9}
\end{equation*}
$$

The Gaussian random field model is not applicable for strictly positive quantities arising in many practical problems. Eqn. (8) could also represent the Karhunen-Loève expansion of a non-Gaussian random field, which is also well defined. Alternatively, when $a(\mathbf{r}, \theta)$ is a general non-Gaussian random field, it can be expressed in a mean-square convergent series in random variables and spatial functions using the polynomial chaos expansion. For example Ghanem [9] expanded log-normal random fields in a polynomial chaos expansion. In general, non Gaussian random fields can be expressed in a series like

$$
\begin{equation*}
a(\mathbf{r}, \theta)=a_{0}(\mathbf{r})+\sum_{i=1}^{\infty} \xi_{i}(\theta) a_{i}(\mathbf{r}) \tag{10}
\end{equation*}
$$

using Wiener-Askey chaos expansion [10-12]. Here $\xi_{i}(\theta)$ are in general non-Gaussian and correlated random variables and $a_{i}(\mathbf{r})$ are deterministic functions. In this paper we use this general form of the decomposition of the random field.

Truncating the series in Eqn. (10) upto the $M$-th term and using the same approach for the governing PDE (1) with boundary conditions, the discretized system equation in the frequency domain (3) can be represented by Eqn. (5), with $M=2 p$ as

$$
\begin{equation*}
\left[\mathbf{A}_{0}+\sum_{i=1}^{M} \xi_{i}(\theta) \mathbf{A}_{i}\right] \mathbf{u}(\theta, \omega)=\mathbf{f}_{0}(\omega) . \tag{11}
\end{equation*}
$$

The 'tilde' sign has been omitted from the notations of the frequency domain quantities of $\mathbf{u}(\theta, \omega)$ and $\mathbf{f}_{0}(\omega)$ for the sake of notational convenience and this shall be followed henceforth. The necessary technical details to obtain the discrete stochastic algebraic equations from the stochastic partial differential equation (1) have become standard in the literature. Excellent references, for example [4, 13-15] are available on this topic. In Eqn. (11), $\mathbf{A}_{0}$ is a complex symmetric positive definite matrix, $\mathbf{A}_{i} \in \mathbb{C}^{n \times n} ; i=1,2, \ldots, M$ are complex symmetric matrices, $\mathbf{u}(\theta, \omega) \in \mathbb{C}^{n}$ is the solution vector and $\mathbf{f}_{0}(\omega) \in \mathbb{C}^{n}$ is the input vector. For most practical applications, uncertainties are small compared to the deterministic values. Therefore, we normally have

$$
\begin{equation*}
\left\|\mathbf{A}_{0}\right\| \geq\left\|\sum_{i=1}^{M} \xi_{i}(\theta) \mathbf{A}_{i}\right\| ; \forall \theta \in \Theta \tag{12}
\end{equation*}
$$

Here by $\|\bullet\|$ we imply the Frobenius matrix norm [16], defined as $\|\mathbf{A}\|=\operatorname{Trace}\left(\mathbf{A A}^{T}\right)$ for any $\mathbf{A} \in \mathbb{R}^{n \times n}$. The number of terms $M$ in Eqn. (11) can be selected based on the accuracy desired for the representation of the underlying random field. One of the main aim of a stochastic dynamic analysis is to obtain $\mathbf{u}(\theta, \omega)$ for $\theta \in \Theta$ and for all frequency value $\omega$ from Eqn. (11) in an efficient manner and is the main topic of this paper. We propose a solution technique for Eqn. (11) when $\xi_{i}(\theta)$ are in general non-Gaussian and correlated random variables.

### 2.2 Brief review of the solution techniques

The solution of the set of stochastic linear algebraic equations (11) is a key step in the stochastic finite element analysis. As a result, several methods have been proposed. These methods include, first- and second-order perturbation methods [5, 17], Neumann expansion method [18, 19], Galerkin approach [20], linear algebra based methods [21-23] and simulation methods [24]. More recently efficient collocation methods have been proposed [25, 26]. Another class of methods which have been used widely in the literature is known as the spectral methods (see [1] for a recent review). These methods include the polynomial chaos (PC)
expansion [4], stochastic reduced basis method [27-29] and Wiener-Askey chaos expansion [10-12]. According to the polynomial chaos expansion, second-order random variables $u_{j}(\theta)$ can be represented by the mean-square convergent expansion

$$
\begin{align*}
u_{j}(\theta) & =u_{i_{0}} h_{0}+\sum_{i_{1}=1}^{\infty} u_{i_{1}} h_{1}\left(\xi_{i_{1}}(\theta)\right) \\
& +\sum_{i_{1}=1}^{\infty} \sum_{i_{2}=1}^{i_{1}} u_{i_{1}, i_{2}} h_{2}\left(\xi_{i_{1}}(\theta), \xi_{i_{2}}(\theta)\right)+\sum_{i_{1}=1}^{\infty} \sum_{i_{2}=1}^{i_{1}} \sum_{i_{3}=1}^{i_{2}} u_{i_{1} i_{2} i_{3}} h_{3}\left(\xi_{i_{1}}(\theta), \xi_{i_{2}}(\theta), \xi_{i_{3}}(\theta)\right)  \tag{13}\\
& +\sum_{i_{1}=1}^{\infty} \sum_{i_{2}=1}^{i_{1}} \sum_{i_{3}=1}^{i_{2}} \sum_{i_{4}=1}^{i_{3}} u_{i_{1} i_{2} i_{3} i_{4}} h_{4}\left(\xi_{i_{1}}(\theta), \xi_{i_{2}}(\theta), \xi_{i_{3}}(\theta), \xi_{i_{4}}(\theta)\right)+\ldots,
\end{align*}
$$

where $u_{i_{1}, \ldots, i_{r}}$ are deterministic constants to be determined and $h_{r}\left(\xi_{i_{1}}(\theta), \ldots, \xi_{i_{r}}(\theta)\right)$ is the $r^{\text {th }}$ order homogeneous Chaos. When $\xi_{i}(\theta)$ are Gaussian random variables, the functions $h_{r}\left(\xi_{i_{1}}(\theta), \ldots, \xi_{i_{r}}(\theta)\right)$ are the $r^{t h}$ order Hermite polynomial so that it becomes orthonormal with respect to the Gaussian probability density function. The same idea can be extended to non-Gaussian random variables, provided more generalized functional basis are used [10-12] so that the orthonormality with respect to the probability density functions can be retained. When we have a random vector, as in the case of the solution of Eqn. (11), then it is natural to replace the constants $u_{i_{1}, \ldots i_{r}}$ by vectors $\mathbf{u}_{i_{1}, \ldots i_{r}} \in \mathbb{R}^{n}$. Suppose the series is truncated after $P$ number of terms. The value of $P$ depends on the number of basic random variables $M$ and the order of the PC expansion $r$ as

$$
\begin{equation*}
P=\sum_{j=0}^{r} \frac{(M+j-1)!}{j!(M-1)!}=\binom{M+r}{r} \tag{14}
\end{equation*}
$$

After the truncation, there are $P$ number of unknown vectors of dimension $n$. Then a meansquare error minimization approach can be applied and the unknown vectors can be solved using the Galerkin approach [4]. Since $P$ increases very rapidly with the order of the chaos $r$ and the number of random variables $M$, the final number of unknown constants $P n$ becomes very large. As a result several methods have been developed (see for example [27-31]) to reduce the computational cost. In the polynomial chaos based solution approach, the only information used to construct the basis is the probability density function of the random variables. In the context of the discretized Eqn. (11), more information such as the matrices $\mathbf{A}_{i}, i=0,1,2 \ldots M$ are available. It may be possible to construct alternative basis using these matrices. Here we investigate such an approach, where instead of projecting the solution in the space of orthonormal polynomials, the solution is projected in an orthonormal vector basis generated from the coefficient matrices.

## 3 Spectral decomposition in the vector space

### 3.1 Derivation of the spectral functions

Following the spectral stochastic finite element method, or otherwise, an approximation to the solution of Eqn. (11) can be expressed as a linear combination of functions of random variables and deterministic vectors. Recently Nouy [32,33] discussed the possibility of an optimal spectral decomposition. The aim is to use small number of terms to reduce the computation without loosing the accuracy. Here an orthonormal vector basis is considered. Fixing a
value of $\theta$, say $\theta=\theta_{1}$, the solution of Eqn. (11) $\mathbf{u}\left(\theta_{1}\right)$ can be expanded in a complete basis as $\mathbf{u}\left(\theta_{1}\right)=\alpha_{1}^{(1)} \phi_{1}+\alpha_{2}^{(1)} \phi_{2}+\ldots \alpha_{n}^{(1)} \phi_{n}$. Repeating this for $\theta_{1}, \theta_{2}, \ldots$ eventually the whole samplespace can be covered and it would be possible to expand $\mathbf{u}(\theta), \forall \theta \in \Theta$ as a linear combination of $\phi_{1}, \phi_{2}, \ldots, \phi_{n}$.

We use the eigenvectors $\phi_{k} \in \mathbb{R}^{n}$ of the generalized eigenvalue problem

$$
\begin{equation*}
\mathbf{K}_{0} \boldsymbol{\phi}_{k}=\lambda_{k} \mathbf{M}_{0} \boldsymbol{\phi}_{k} ; \quad k=1,2, \ldots n \tag{15}
\end{equation*}
$$

Since the matrices $\mathbf{K}_{0}$ and $\mathbf{M}_{0}$ are symmetric and generally non-negative definite, the eigenvectors $\phi_{k}$ for $k=1,2, \ldots n$ form a complete basis. Note that in principle any complete basis can be used. This choice is selected due to the analytical simplicity as will be seen later. For notational convenience, define the matrix of eigenvalues and eigenvectors

$$
\begin{equation*}
\boldsymbol{\lambda}_{0}=\operatorname{diag}\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\right] \in \mathbb{R}^{n \times n} \quad \text { and } \quad \boldsymbol{\Phi}=\left[\boldsymbol{\phi}_{1}, \boldsymbol{\phi}_{2}, \ldots, \boldsymbol{\phi}_{n}\right] \in \mathbb{R}^{n \times n} \tag{16}
\end{equation*}
$$

Eigenvalues are ordered in the ascending order so that $\lambda_{1}<\lambda_{2}<\ldots<\lambda_{n}$. We use the orthogonality property of the modal matrix $\Phi$ as

$$
\begin{equation*}
\boldsymbol{\Phi}^{T} \mathbf{K}_{0} \boldsymbol{\Phi}=\boldsymbol{\lambda}_{0}, \quad \text { and } \quad \boldsymbol{\Phi}^{T} \mathbf{M}_{0} \boldsymbol{\Phi}=\mathbf{I} \tag{17}
\end{equation*}
$$

Using these we have

$$
\begin{align*}
\boldsymbol{\Phi}^{T} \mathbf{A}_{0} \boldsymbol{\Phi} & =\boldsymbol{\Phi}^{T}\left(\left[-\omega^{2}+i \omega \zeta_{1}\right] \mathbf{M}_{0}+\left[i \omega \zeta_{2}+1\right] \mathbf{K}_{0}\right) \boldsymbol{\Phi} \\
& =\left(-\omega^{2}+i \omega \zeta_{1}\right) \mathbf{I}+\left(i \omega \zeta_{2}+1\right) \boldsymbol{\lambda}_{0}  \tag{18}\\
\text { which gives, } \quad \boldsymbol{\Phi}^{T} \mathbf{A}_{0} \boldsymbol{\Phi} & =\boldsymbol{\Lambda}_{0} \quad \text { and } \quad \mathbf{A}_{0}=\boldsymbol{\Phi}^{-T} \boldsymbol{\Lambda}_{0} \boldsymbol{\Phi}^{-1} \tag{19}
\end{align*}
$$

where $\boldsymbol{\Lambda}_{0}=\left(-\omega^{2}+i \omega \zeta_{1}\right) \mathbf{I}+\left(i \omega \zeta_{2}+1\right) \boldsymbol{\lambda}_{0}$ and $\mathbf{I}$ is the identity matrix. Hence, $\boldsymbol{\Lambda}_{0}$ can also be written as

$$
\begin{equation*}
\boldsymbol{\Lambda}_{0}=\operatorname{diag}\left[\lambda_{0_{1}}, \lambda_{0_{2}}, \ldots, \lambda_{0_{n}}\right] \in \mathbb{C}^{n \times n} \tag{20}
\end{equation*}
$$

where $\lambda_{0_{j}}=\left(-\omega^{2}+i \omega \zeta_{1}\right)+\left(i \omega \zeta_{2}+1\right) \lambda_{j}$ and $\lambda_{j}$ is as defined in Eqn. (16). We also introduce the transformations

$$
\begin{equation*}
\widetilde{\mathbf{A}}_{i}=\boldsymbol{\Phi}^{T} \mathbf{A}_{i} \boldsymbol{\Phi} \in \mathbb{C}^{n \times n} ; i=0,1,2, \ldots, M . \tag{21}
\end{equation*}
$$

Note that $\widetilde{\mathbf{A}}_{0}=\boldsymbol{\Lambda}_{0}$ is a diagonal matrix and

$$
\begin{equation*}
\mathbf{A}_{i}=\boldsymbol{\Phi}^{-T} \widetilde{\mathbf{A}}_{i} \boldsymbol{\Phi}^{-1} \in \mathbb{C}^{n \times n} ; i=1,2, \ldots, M \tag{22}
\end{equation*}
$$

Suppose the solution of Eqn. (11) is given by

$$
\hat{\mathbf{u}}(\omega, \theta)=\left[\mathbf{A}_{0}(\omega)+\sum_{i=1}^{M} \xi_{i}(\theta) \mathbf{A}_{i}(\omega)\right]^{-1} \mathbf{f}_{0}(\omega)
$$

Using Eqs. (16)-(22) and the orthonormality of $\Phi$ one has

$$
\begin{equation*}
\hat{\mathbf{u}}(\omega, \theta)=\left[\boldsymbol{\Phi}^{-T} \boldsymbol{\Lambda}_{0}(\omega) \boldsymbol{\Phi}^{-1}+\sum_{i=1}^{M} \xi_{i}(\theta) \boldsymbol{\Phi}^{-T} \widetilde{\mathbf{A}}_{i} \boldsymbol{\Phi}^{-1}\right]^{-1} \mathbf{f}_{0}(\omega)=\boldsymbol{\Phi} \boldsymbol{\Psi}(\omega, \boldsymbol{\xi}(\theta)) \boldsymbol{\Phi}^{T} \mathbf{f}_{0}(\omega) \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{\Psi}(\omega, \boldsymbol{\xi}(\theta))=\left[\boldsymbol{\Lambda}_{0}(\omega)+\sum_{i=1}^{M} \xi_{i}(\theta) \widetilde{\mathbf{A}}_{i}(\omega)\right]^{-1} \tag{25}
\end{equation*}
$$

and the $M$-dimensional random vector

$$
\begin{equation*}
\boldsymbol{\xi}(\theta)=\left\{\xi_{1}(\theta), \xi_{2}(\theta), \ldots, \xi_{M}(\theta)\right\}^{T} \tag{26}
\end{equation*}
$$

Now we separate the diagonal and off-diagonal terms of the $\widetilde{\mathbf{A}}_{i}$ matrices as

$$
\begin{equation*}
\widetilde{\mathbf{A}}_{i}=\boldsymbol{\Lambda}_{i}+\boldsymbol{\Delta}_{i}, \quad i=1,2, \ldots, M \tag{27}
\end{equation*}
$$

Here the diagonal matrix

$$
\begin{equation*}
\boldsymbol{\Lambda}_{i}=\operatorname{diag}\left[\widetilde{\mathbf{A}}_{i}\right]=\operatorname{diag}\left[\lambda_{i_{1}}, \lambda_{i_{2}}, \ldots, \lambda_{i_{n}}\right] \in \mathbb{C}^{n \times n} \tag{28}
\end{equation*}
$$

and the matrix containing only the off-diagonal elements $\boldsymbol{\Delta}_{i}=\widetilde{\mathbf{A}}_{i}-\boldsymbol{\Lambda}_{i}$ is such that Trace $\left(\boldsymbol{\Delta}_{i}\right)=$ 0 . Using these, from Eqn. (25) one has

$$
\begin{equation*}
\boldsymbol{\Psi}(\omega, \boldsymbol{\xi}(\theta))=[\underbrace{\boldsymbol{\Lambda}_{0}(\omega)+\sum_{i=1}^{M} \xi_{i}(\theta) \boldsymbol{\Lambda}_{i}(\omega)}_{\boldsymbol{\Lambda}(\omega, \boldsymbol{\xi}(\theta))}+\underbrace{\sum_{i=1}^{M} \xi_{i}(\theta) \boldsymbol{\Delta}_{i}(\omega)}_{\boldsymbol{\Delta}(\omega, \boldsymbol{\xi}(\theta))}]^{-1} \tag{29}
\end{equation*}
$$

where $\boldsymbol{\Lambda}(\omega, \boldsymbol{\xi}(\theta)) \in \mathbb{C}^{n \times n}$ is a diagonal matrix and $\boldsymbol{\Delta}(\omega, \boldsymbol{\xi}(\theta))$ is an off-diagonal only matrix. In the subsequent expressions we choose to omit the inclusion of frequency dependence of the individual matrices for the sake of notational simplicity, so that $\boldsymbol{\Psi}(\omega, \boldsymbol{\xi}(\theta)) \equiv \boldsymbol{\Psi}(\boldsymbol{\xi}(\theta))$ and so on. Hence, we rewrite Eqn. (29) as

$$
\begin{equation*}
\boldsymbol{\Psi}(\boldsymbol{\xi}(\theta))=\left[\boldsymbol{\Lambda}(\boldsymbol{\xi}(\theta))\left[\mathbf{I}_{n}+\boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Delta}(\boldsymbol{\xi}(\theta))\right]\right]^{-1} \tag{30}
\end{equation*}
$$

The above expression can be represented using a Neumann type of matrix series [18] as

$$
\begin{equation*}
\boldsymbol{\Psi}(\boldsymbol{\xi}(\theta))=\sum_{s=0}^{\infty}(-1)^{s}\left[\boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Delta}(\boldsymbol{\xi}(\theta))\right]^{s} \boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta)) \tag{31}
\end{equation*}
$$

Taking an arbitrary $r$-th element of $\hat{\mathbf{u}}(\theta)$, Eqn. (24) can be rearranged to have

$$
\begin{equation*}
\hat{u}_{r}(\theta)=\sum_{k=1}^{n} \Phi_{r k}\left(\sum_{j=1}^{n} \Psi_{k j}(\boldsymbol{\xi}(\theta))\left(\boldsymbol{\phi}_{j}^{T} \mathbf{f}_{0}\right)\right) \tag{32}
\end{equation*}
$$

Defining

$$
\begin{equation*}
\Gamma_{k}(\boldsymbol{\xi}(\theta))=\sum_{j=1}^{n} \Psi_{k j}(\boldsymbol{\xi}(\theta))\left(\phi_{j}^{T} \mathbf{f}_{0}\right) \tag{33}
\end{equation*}
$$

and collecting all the elements in Eqn. (32) for $r=1,2, \ldots, n$ one has

$$
\begin{equation*}
\hat{\mathbf{u}}(\theta)=\sum_{k=1}^{n} \Gamma_{k}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{k} \tag{34}
\end{equation*}
$$

This shows that the solution vector $\hat{\mathbf{u}}(\theta)$ can be projected in the space spanned by $\phi_{k}$.

Now assume the series in Eqn. (31) is truncated after $m$-th term. We define the truncated function

$$
\begin{equation*}
\boldsymbol{\Psi}^{(m)}(\boldsymbol{\xi}(\theta))=\sum_{s=0}^{m}(-1)^{s}\left[\boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Delta}(\boldsymbol{\xi}(\theta))\right]^{s} \boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta)) \tag{35}
\end{equation*}
$$

From this one can obtain a sequence for different $m$

$$
\begin{equation*}
\hat{\mathbf{u}}^{(m)}(\theta)=\sum_{k=1}^{n} \Gamma_{k}^{(m)}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{k} ; \quad m=1,2,3, \ldots \tag{36}
\end{equation*}
$$

Since $\theta \in \Theta$ is arbitrary, comparing (11) and (23) we observe that $\hat{\mathbf{u}}^{(m)}(\theta)$ is the solution of Eqn. (11) for every $\theta$ when $m \rightarrow \infty$. This implies that

$$
\begin{equation*}
\operatorname{Prob}\left\{\theta \in \Theta: \lim _{m \rightarrow \infty} \hat{\mathbf{u}}^{(m)}(\theta)=\hat{\mathbf{u}}(\theta)\right\}=1 \tag{3}
\end{equation*}
$$

Therefore, $\hat{\mathbf{u}}(\theta)$ is the solution of Eqn. (11) in probability. In this derivation, the probability density function of the random variables has not been used. Therefore, the random variables can be general as long as the solution exists.
Remark 1. The matrix power series in (31) is different from the classical Neumann series [18]. The classical Neumann series is a power series in $\mathbf{A}_{0}^{-1}[\boldsymbol{\Delta} \mathbf{A}(\boldsymbol{\xi}(\theta))]$, where the first term is deterministic and the second term is random. The elements of this matrix series are polynomials in $\xi_{i}(\theta)$. In contrast, the series in (31) is in terms of $\left[\boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta))\right][\boldsymbol{\Delta}(\boldsymbol{\xi}(\theta))]$, where both terms are random. The elements of this matrix series are not simple polynomials in $\xi_{i}(\theta)$, but are in terms of a ratio of polynomials as seen in Eqn. (39). The convergence of this series depends of the spectral radius of

$$
\begin{equation*}
\mathbf{R}=\boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Delta}(\boldsymbol{\xi}(\theta)) \tag{38}
\end{equation*}
$$

A generic term of this matrix can be obtained as

$$
\begin{equation*}
R_{r s}=\frac{\Delta_{r s}}{\Lambda_{r r}}=\frac{\sum_{i=1}^{M} \xi_{i}(\theta) \Delta_{i_{r s}}}{\lambda_{0_{r}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{r}}}=\frac{\sum_{i=1}^{M} \xi_{i}(\theta) \widetilde{A}_{i_{r s}}}{\lambda_{0_{r}}+\sum_{i=1}^{M} \xi_{i}(\theta) \widetilde{A}_{i_{r r}}} ; r \neq s \tag{39}
\end{equation*}
$$

Since $\mathbf{A}_{0}$ is positive definite, $\lambda_{0_{r}}>0$ for all $r$. It can be seen from Eqn. (39) that the spectral radius of $\mathbf{R}$ is also controlled by the diagonal dominance of the $\widetilde{\mathbf{A}}_{i}$ matrices. If the diagonal terms are relatively larger than the off-diagonal terms, the series will converge faster even if the relative magnitude of $\lambda_{0_{r}}$ is not large.

The series in (36) approaches to the exact solution of the governing Eqn. (11) for every $\theta \in \Theta$ for $m \rightarrow \infty$. For this reason it converges in probability 1 . The convergence in probability 1 is a stronger convergence than, for example, the mean-square convergence often used in the stochastic finite element analysis. Since the convergence in probability 1 automatically implies the mean-square convergence, the series in Eqn. (34) is also a mean-square convergent series.

Definition 1. The functions $\Gamma_{k}(\boldsymbol{\xi}(\theta)), k=1,2, \ldots n$ are called the spectral functions as they are expressed in terms of the spectral properties of the coefficient matrix $\mathbf{K}_{0}$ and $\mathbf{M}_{0}$ arising in the discretized equation.

For certain class of problems the series in Eqn. (34) can give useful physical insights into the uncertainty propagation. For structural mechanics problems, the eigenvectors $\phi_{k}$ are vibrational modes [34]. Eqn. (34) says that the response of a stochastic system is a linear combination of fundamental vibrational modes weighted by the random variables $\Gamma_{k}$.

### 3.2 Properties of the spectral functions

In this section we discuss some important properties of these functions. From the series expansion in Eqn. (31) we have

$$
\begin{align*}
\Psi(\boldsymbol{\xi}(\theta))=\Lambda^{-1}(\boldsymbol{\xi}(\theta))- & \Lambda^{-1}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Delta}(\boldsymbol{\xi}(\theta)) \Lambda^{-1}(\boldsymbol{\xi}(\theta)) \\
& +\Lambda^{-1}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Delta}(\boldsymbol{\xi}(\theta)) \Lambda^{-1}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Delta}(\boldsymbol{\xi}(\theta)) \Lambda^{-1}(\boldsymbol{\xi}(\theta))+\ldots \tag{40}
\end{align*}
$$

Since $\boldsymbol{\Lambda}(\boldsymbol{\xi}(\theta))$ is a diagonal matrix, its inverse is simply a diagonal matrix containing the inverse of each of the diagonal elements. Also recall that the diagonal of $\boldsymbol{\Delta}(\boldsymbol{\xi}(\theta))$ contains only zeros. Different terms of the series in (40) can be obtained using a simple recursive relationship [18]. The numerical computation of the series is therefore computationally very efficient. For further analytical results, truncating the series upto different terms, we define spectral functions of different order.
Definition 2. The first-order spectral functions $\Gamma_{k}^{(1)}(\boldsymbol{\xi}(\theta)), k=1,2, \ldots, n$ are obtained by retaining one term in the series (40).

Retaining one term in (40) we have

$$
\begin{equation*}
\boldsymbol{\Psi}^{(1)}(\boldsymbol{\xi}(\theta))=\Lambda^{-1}(\boldsymbol{\xi}(\theta)) \quad \text { or } \quad \Psi_{k j}^{(1)}(\boldsymbol{\xi}(\theta))=\frac{\delta_{k j}}{\lambda_{0_{k}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{k}}} \tag{41}
\end{equation*}
$$

Using the definition of the spectral function in Eqn. (33), the first-order spectral functions can be explicitly obtained as

$$
\begin{equation*}
\Gamma_{k}^{(1)}(\boldsymbol{\xi}(\theta))=\sum_{j=1}^{n} \Psi_{k j}^{(1)}(\boldsymbol{\xi}(\theta))\left(\boldsymbol{\phi}_{j}^{T} \mathbf{f}_{0}\right)=\frac{\boldsymbol{\phi}_{k}^{T} \mathbf{f}_{0}}{\lambda_{0_{k}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{k}}} \tag{42}
\end{equation*}
$$

From this expression it is clear that $\Gamma_{k}^{(1)}(\boldsymbol{\xi}(\theta))$ are correlated non-Gaussian random variables. Since we assumed that all eigenvalues $\lambda_{0_{k}}$ are distinct, every $\Gamma_{k}^{(1)}(\boldsymbol{\xi}(\theta))$ in Eqn. (42) are different for different values of $k$.
Definition 3. The second-order spectral functions $\Gamma_{k}^{(2)}(\boldsymbol{\xi}(\theta)), k=1,2, \ldots, n$ are obtained by retaining two terms in the series (40).

Retaining two terms in (40) we have

$$
\begin{align*}
\boldsymbol{\Psi}^{(2)}(\boldsymbol{\xi}(\theta)) & =\boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta))-\boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Delta}(\boldsymbol{\xi}(\theta)) \boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta))  \tag{43}\\
\text { or } \quad \Psi_{k j}^{(2)}(\boldsymbol{\xi}(\theta)) & =\frac{\delta_{k j}}{\lambda_{0_{k}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{k}}}-\frac{\sum_{i=1}^{M} \xi_{i}(\theta) \Delta_{i_{k j}}}{\left(\lambda_{0_{k}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{k}}\right)\left(\lambda_{0_{j}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{j}}\right)} \tag{44}
\end{align*}
$$

Using the definition of the spectral function in Eqn. (33), the second-order spectral functions can be obtained in closed-form as

$$
\begin{equation*}
\Gamma_{k}^{(2)}(\boldsymbol{\xi}(\theta))=\frac{\boldsymbol{\phi}_{k}^{T} \mathbf{f}_{0}}{\lambda_{0_{k}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{k}}}-\sum_{\substack{j=1 \\ j \neq k}}^{n} \frac{\left(\boldsymbol{\phi}_{j}^{T} \mathbf{f}_{0}\right) \sum_{i=1}^{M} \xi_{i}(\theta) \Delta_{i_{k j}}}{\left(\lambda_{0_{k}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{k}}\right)\left(\lambda_{0_{j}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{j}}\right)} \tag{45}
\end{equation*}
$$

The second-order function can be viewed as adding corrections to the first-order expression derived in Eqn. (42).

Definition 4. The vector of spectral functions of order $s$ can be obtained by retaining $s$ terms in the series (40) and can be expressed as

$$
\begin{equation*}
\boldsymbol{\Gamma}^{(s)}(\boldsymbol{\xi}(\theta))=\left[\mathbf{I}_{n}-\mathbf{R}(\boldsymbol{\xi}(\theta))+\mathbf{R}(\boldsymbol{\xi}(\theta))^{2}-\mathbf{R}(\boldsymbol{\xi}(\theta))^{3} \ldots s^{\text {th term }}\right] \boldsymbol{\Gamma}^{(1)}(\boldsymbol{\xi}(\theta)) \tag{46}
\end{equation*}
$$

where $\mathbf{I}_{n}$ is the $n$-dimensional identity matrix and $\mathbf{R}$ is defined in Eqn. (38) as $\mathbf{R}(\boldsymbol{\xi}(\theta))=$ $\left[\boldsymbol{\Lambda}^{-1}(\boldsymbol{\xi}(\theta))\right][\boldsymbol{\Delta}(\boldsymbol{\xi}(\theta))]$. Different terms of this series can be obtained recursively from the previous term [18].

## 4 Error minimization using the Galerkin approach

In subsection 3.1 we derived the spectral functions such that a projection in an orthonormal basis converges to the exact solution in probability 1 . The spectral functions are expressed in terms of a convergent infinite series. First, second and higher order spectral functions obtained by truncating the infinite series have been derived. We have also showed that they have the same functional form as the exact solution of Eqn. (11). This motivates us to use these functions as 'trial functions' to construct the solution. The idea is to minimize the error arising due to the truncation. A Galerkin approach is proposed where the error is made orthogonal to the spectral functions.

We express the solution vector by the series representation

$$
\begin{equation*}
\hat{\mathbf{u}}(\theta)=\sum_{k=1}^{n} c_{k} \widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{k} \tag{47}
\end{equation*}
$$

Here the functions $\widehat{\Gamma}_{k}: \mathbb{C}^{M} \rightarrow \mathbb{C}$ are the spectral functions and the constants $c_{k} \in \mathbb{C}$ need to be obtained using the Galerkin approach. The functions $\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))$ can be the first-order (42), second-order (45) or any higher-order spectral functions (46) and $\phi_{k}$ are the eigenvectors introduced earlier in Eqn. (15). Substituting the expansion of $\hat{\mathbf{u}}(\theta)$ in the governing equation (11), the error vector can be obtained as

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\theta)=\left(\sum_{i=0}^{M} \mathbf{A}_{i} \xi_{i}(\theta)\right)\left(\sum_{k=1}^{n} c_{k} \widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{k}\right)-\mathbf{f}_{0} \in \mathbb{C}^{n} \tag{48}
\end{equation*}
$$

where $\xi_{0}=1$ is used to simplify the first summation expression. The expression (47) is viewed as a projection where $\left\{\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta)) \phi_{k}\right\} \in \mathbb{C}^{n}$ are the basis functions and $c_{k}$ are the unknown constants to be determined. We wish to obtain the coefficients $c_{k}$ using the Galerkin approach so that the error is made orthogonal to the basis functions, that is, mathematically

$$
\begin{equation*}
\boldsymbol{\varepsilon}(\theta) \perp\left(\widehat{\Gamma}_{j}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{j}\right) \quad \text { or } \quad\left\langle\widehat{\Gamma}_{j}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{j}, \boldsymbol{\varepsilon}(\theta)\right\rangle=0 \quad \forall j=1,2, \ldots, n \tag{49}
\end{equation*}
$$

Here $\langle\mathbf{u}(\theta), \mathbf{v}(\theta)\rangle=\int_{\Theta} P(\mathrm{~d} \theta) \mathbf{u}(\theta) \mathbf{v}(\theta)$ defines the inner product norm. Imposing this condition and using the expression of $\varepsilon(\theta)$ from Eqn. (48) one has

$$
\begin{equation*}
\mathrm{E}\left[\left(\widehat{\Gamma}_{j}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{j}\right)^{T}\left(\sum_{i=0}^{M} \mathbf{A}_{i} \xi_{i}(\theta)\right)\left(\sum_{k=1}^{n} c_{k} \widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{k}\right)-\left(\widehat{\Gamma}_{j}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{j}\right)^{T} \mathbf{f}_{0}\right]=0 \forall j \tag{50}
\end{equation*}
$$

Interchanging the $\mathrm{E}[\bullet]$ and summation operations, this can be simplified to

$$
\begin{align*}
& \sum_{k=1}^{n}\left(\sum_{i=0}^{M}\left(\phi_{j}^{T} \mathbf{A}_{i} \boldsymbol{\phi}_{k}\right) \mathrm{E}\left[\xi_{i}(\theta) \widehat{\Gamma}_{j}^{T}(\boldsymbol{\xi}(\theta)) \widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))\right]\right) c_{k}=\mathrm{E}\left[\widehat{\Gamma}_{j}^{T}(\boldsymbol{\xi}(\theta))\right]\left(\boldsymbol{\phi}_{j}^{T} \mathbf{f}_{0}\right)  \tag{51}\\
\text { or } & \sum_{k=1}^{n}\left(\sum_{i=0}^{M} \widetilde{A}_{i_{j k}} D_{i j k}\right) c_{k}=b_{j} \tag{52}
\end{align*}
$$

Defining the vector $\mathbf{c}=\left\{c_{1}, c_{2}, \ldots, c_{n}\right\}^{T}$, these equations can be expressed in a matrix form as

$$
\begin{equation*}
\mathbf{S c}=\mathbf{b} \tag{53}
\end{equation*}
$$

with

$$
\begin{equation*}
S_{j k}=\sum_{i=0}^{M} \widetilde{A}_{i_{j k}} D_{i j k} ; \quad \forall j, k=1,2, \ldots, n \tag{54}
\end{equation*}
$$

where

$$
\begin{align*}
& \widetilde{A}_{i_{j k}}  \tag{55}\\
&=\boldsymbol{\phi}_{j}^{T} \mathbf{A}_{i} \boldsymbol{\phi}_{k},  \tag{56}\\
& D_{i j k}  \tag{57}\\
&=\mathrm{E}\left[\xi_{i}(\theta) \widehat{\Gamma}_{j}^{T}(\boldsymbol{\xi}(\theta)) \widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))\right] \\
& \text { and } \quad b_{j}=\mathrm{E}\left[\widehat{\Gamma}_{j}^{T}(\boldsymbol{\xi}(\theta))\right]\left(\boldsymbol{\phi}_{j}^{T} \mathbf{f}_{0}\right) .
\end{align*}
$$

Higher order spectral functions can be used to improve the accuracy and convergence of the series (47). This will be demonstrated in the numerical examples later in the paper.
Remark 2. (Comparison with the classical spectral SFEM) We compare this Galerkin approach with the classical spectral stochastic finite element approach for further insight. The number of equations to be solved for the unknown coefficients in Eqn. (53) is $n$, the same dimension as the original governing equation (11). There are only $n$ unknown constants, as opposed to $n P$ unknown constants arising in the polynomial chaos expansion. The coefficient matrix $\mathbf{S}$ and the vector $\mathbf{b}$ in Eqn. (53) should be obtained numerically using the Monte Carlo simulation or other numerical integration technique. In the classical PC expansion, however, the coefficient matrix and the associated vector are obtained exactly in closed-form. In addition, the coefficient matrix is a sparse matrix whereas the matrix $\mathbf{S}$ in Eqn. (53) is in general a fully populated matrix.

It can be observed that the matrix $\mathbf{S}$ in Eqn. (53) is symmetric. Therefore, one need to determine $n(n+1) / 2$ number of coefficients by numerical methods. Any numerical integration method, such as the Gaussian quadrature method, can be used to obtain the elements of $D_{i j k}$ and $b_{j}$ in Eqn. (55). In this paper Monte Carlo simulation is used. The samples of the spectral functions $\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))$ can be simulated from Eqn. (42), (45) or (46) depending on the order. These can be used to compute $D_{i j k}$ and $b_{j}$ from Eqn. (55). The simulated spectral functions can also be 'recycled' to obtain the statistics and probability density function (pdf) of the solution. In summary, compared to the classical spectral stochastic finite element method, the proposed Galerkin approach results in a smaller size matrix but requires numerical integration techniques to obtain its entries. The numerical method proposed here therefore can be considered as a hybrid analytical-simulation approach.

## 5 Model reduction using a reduced number of basis

The Galerkin approach proposed in the previous section requires the solution of $n \times n$ algebraic equations. Although in general this is smaller compared to the polynomial chaos approach, the computational cost can still be high for large $n$ as the coefficient matrix is in general a dense matrix. The aim of this section is to reduce it further so that, in addition to large number of random variables, problems with large degrees of freedom can also be solved efficiently.

Suppose the eigenvalues of $\mathbf{A}_{0}$ are arranged in an increasing order such that

$$
\begin{equation*}
\lambda_{0_{1}}<\lambda_{0_{2}}<\ldots<\lambda_{0_{n}} \tag{58}
\end{equation*}
$$

From the expression of the spectral functions observe that the eigenvalues appear in the denominator:

$$
\begin{equation*}
\Gamma_{k}^{(1)}(\boldsymbol{\xi}(\theta))=\frac{\boldsymbol{\phi}_{k}^{T} \mathbf{f}_{0}}{\lambda_{0_{k}}+\sum_{i=1}^{M} \xi_{i}(\theta) \lambda_{i_{k}}} \tag{59}
\end{equation*}
$$

The numerator $\left(\phi_{k}^{T} \mathbf{f}_{0}\right)$ is the projection of the force on the deformation mode. Since the eigenvalues are arranged in an increasing order, the denominator of $\left|\Gamma_{k+r}^{(1)}(\boldsymbol{\xi}(\theta))\right|$ is larger than the denominator of $\left|\Gamma_{k}^{(1)}(\boldsymbol{\xi}(\theta))\right|$ according a suitable measure. The numerator $\left(\boldsymbol{\phi}_{k}^{T} \mathbf{f}_{0}\right)$ depends on the nature of forcing and the eigenvectors. Although this quantity is deterministic, in general an ordering cannot be easily established for different values of $k$. Because all the eigenvectors are normalized to unity, it is reasonable to consider that $\left(\boldsymbol{\phi}_{k}^{T} \mathbf{f}_{0}\right)$ does not vary significantly for different values of $k$. Using the ordering of the eigenvalues, one can select a small number $\epsilon$ such that $\lambda_{1} / \lambda_{q}<\epsilon$ for some value of $q$, where $\lambda_{j}$ is the eigenvalue of the generalized eigenvalue problem defined in Eqn. (15). Based on this, we can approximate the solution using a truncated series as

$$
\begin{equation*}
\hat{\mathbf{u}}(\theta) \approx \sum_{k=1}^{q} c_{k} \widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta)) \boldsymbol{\phi}_{k} \tag{60}
\end{equation*}
$$

where $c_{k}, \widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))$ and $\phi_{k}$ are obtained following the procedure described in the previous section by letting the indices $j, k$ only upto $q$ in Eqs. (54) and (55). The accuracy of the series (60) can be improved in two ways, namely, (a) by increasing the number of terms $q$, or (b) by increasing the order of the spectral functions $\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))$.

Model reduction techniques have been widely used within the scope of proper orthogonal decomposition (POD) method [35-37]. Here the eigenvalues of a symmetric positive definite matrix (the covariance matrix of a snapshot the system response) are used for model reduction. In spite of this similarity, the reduction method proposed here is different from a POD since it only considers the operator and not the solution itself. Reduction based on eigen-solution is of classical nature in various areas of applied mathematics, engineering and physics and extensive studies exist on this topic. It should be noted that the truncation in series (60) introduces errors. A rigorous mathematical quantification of error arising due to this truncation is beyond the scope of this article. The ratio of the eigenvalues $\lambda_{1} / \lambda_{q}$ gives a good indication, but the projection of the force on the eigenvector $\left(\phi_{k}^{T} \mathbf{f}_{0}\right)$ is also of importance. Since this quantity is problem dependent, care should be taken while applying this reduction method.

## 6 Post processing: Moments of the solution

For the practical application of the method developed here, the efficient computation of the response moments and pdf is of crucial importance. A simulation based algorithm is proposed
in this section. The coefficients $c_{k}$ in Eqn. (51) can be calculated from a reduced set of equations given by (53). The reduced equations can be obtained by letting the indices $j, k$ upto $q<n$ in Eqns. (54) and (55). After obtaining the coefficient vector $\mathbf{c} \in \mathbb{C}^{q}$, the statistical moments of the solution can be obtained from Eqns. (61) and (62) using the Monte Carlo simulation. The spectral functions used to obtain the vector $\mathbf{c}$ itself, can be reused to obtain the statistics and pdf of the solution. The mean vector can be obtained as

$$
\begin{equation*}
\overline{\mathbf{u}}=\mathrm{E}[|\hat{\mathbf{u}}(\theta)|]=\sum_{k=1}^{q}\left|c_{k}\right| \mathrm{E}\left[\left|\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))\right|\right] \boldsymbol{\phi}_{k} \tag{61}
\end{equation*}
$$

where $|\bullet|$ is the absolute value of the complex quantities. The covariance of the solution vector can be expressed as

$$
\begin{equation*}
\boldsymbol{\Sigma}_{u}=\mathrm{E}[(|\hat{\mathbf{u}}(\theta)|-\overline{\mathbf{u}})(|\hat{\mathbf{u}}(\theta)|-\overline{\mathbf{u}})]=\sum_{k=1}^{q} \sum_{j=1}^{q}\left|c_{k} c_{j}\right| \Sigma_{\Gamma_{k j}} \boldsymbol{\phi}_{k} \boldsymbol{\phi}_{j} \tag{62}
\end{equation*}
$$

where the elements of the covariance matrix of the spectral functions are given by

$$
\begin{equation*}
\Sigma_{\Gamma_{k j}}=\mathrm{E}\left[\left(\left|\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))\right|-\mathrm{E}\left[\left|\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))\right|\right]\right)\left(\left|\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))\right|-\mathrm{E}\left[\left|\widehat{\Gamma}_{k}(\boldsymbol{\xi}(\theta))\right|\right]\right)\right] \tag{63}
\end{equation*}
$$

Based on the results derived in the paper, a hybrid reduced simulation-analytical approach can thus be realized in practice. The method is applicable to general structural dynamics problems with general non-Gaussian random fields. In the following section this approach has been applied to a physical problem.

## 7 Illustrative application: The stochastic dynamics of an Euler-Bernoulli beam

In this section we apply the computational method to a cantilever beam with stochastic bending modulus. Fig. (1) shows the configuration of the cantilever beam with a harmonic point load at its free end. We assume that the bending modulus is a homogeneous stationary Gaussian ran-


Figure 1: Schematic diagram of the Euler-Bernoulli beam with a point load at the free end.
dom field of the form

$$
\begin{equation*}
E I(x, \theta)=E I_{0}(1+a(x, \theta)) \tag{64}
\end{equation*}
$$

where $x$ is the coordinate along the length of the beam, $E I_{0}$ is the estimate of the mean bending modulus, $a(x, \theta)$ is a zero mean stationary Gaussian random field. The autocorrelation function of this random field is assumed to be

$$
\begin{equation*}
C_{a}\left(x_{1}, x_{2}\right)=\sigma_{a}^{2} e^{-\left(\left|x_{1}-x_{2}\right|\right) / \mu_{a}} \tag{65}
\end{equation*}
$$

where $\mu_{a}$ is the correlation length and $\sigma_{a}$ is the standard deviation. We use the base-line parameters as the length $L=1 m$, cross-section $(b \times h) 39 \times 5.93 \mathrm{~mm}^{2}$ and Young's modulus $E=2 \times 10^{11} \mathrm{~Pa}$. In study we consider deflection of the tip of the beam under harmonic loads of amplitude $\tilde{f}_{0}=1.0 N$. The correlation length considered in this numerical study is $\mu_{a}=L / 2$. The number of terms retained ( $M$ ) in the Karhunen-Loève expansion (8) is selected such that $\nu_{M} / \nu_{1}=0.01$ in order to retain $90 \%$ of the variability. For this correlation length the number of terms $M$ comes to 18 . For the finite element discretization, the beam is divided into 40 elements. Standard four degrees of freedom Euler-Bernoulli beam model is used [38]. After applying the fixed boundary condition at one edge, we obtain the number of degrees of freedom of the model to be $n=80$.

### 7.1 Results

The proposed method has been compared with a direct Monte Carlo Simulation (MCS), where both have been performed with 10,000 samples. For the direct MCS, Eqn. (23) is solved for each sample and the mean and standard deviation is derived by assembling the responses. The calculations have been performed for all the four values of $\sigma_{a}$ to simulate increasing uncertainty. This is done to check the accuracy of the proposed method against the direct MCS results for varying degrees of uncertainty.

Fig. 2(a) presents the ratio of the eigenvalues of the generalized eigenvalue problem (15) for which the ratio of the eigenvalues is taken with the first eigenvalue. We choose the reduced basis of the problem based on $\lambda_{1} / \lambda_{q}<\epsilon$, where $\epsilon=0.01$, and they are highlighted in Fig. 2(b) shows the frequency domain response of the deterministic system for both damped and undamped conditions. We have applied a constant modal damping matrix with $1 \%$ damping


Figure 2: The eigenvalues of the generalized eigenvalue problem involving the mass and stiffness matrices given in Eqn. 15. For $\epsilon=0.01$, the number of reduced eigenvectors $q=7$ such that $\lambda_{1} / \lambda_{j}<\epsilon$.
factor for all the modes. Here the mass and damping matrices are assumed to be deterministic in nature. However, the proposed theoretical approach is general and equally applicable for random mass, stiffness and damping matrices. The frequency range of interest for the present study is $0-600 \mathrm{~Hz}$ with an interval of 2 Hz . In Fig. 2(b), the tip deflection is shown on a log
scale for a unit amplitude harmonic force input. The resonance peak amplitudes of the response of the undamped system definitely depends on the frequency resolution of the plot.

The frequency response of the mean deflection of the tip of the beam is shown in Fig. 3 for the cases for cases of $\sigma_{a}=\{0.05,0.10,0.15,0.20\}$. The figures show a comparison of the direct MCS simulation results with different orders of the solution following Eqn. (31), where the orders $s=2,3,4$. A very good agreement between the MCS simulation and the proposed


Figure 3: The frequency domain response of the deflection of the tip of the Euler-Bernoulli beam under unit amplitude harmonic point load at the free end. The response is obtained with 10,000 sample MCS and for $\sigma_{a}=$ $\{0.05,0.10,0.15,0.20\}$. The proposed Galerkin approach needs solution of a $7 \times 7$ linear system of equations only.
spectral approach can be observed in the figures. All the results have been compared with the response of the deterministic system which shows that the uncertainty has an added damping effect at the resonance peaks. This can be explained by the fact that the parametric variation of the beam, results in its peak response for the different samples to get distributed around the resonance frequency zones instead of being concentrated at a particular frequency, and when the subsequent averaging is applied, it smooths out the response peaks to a fair degree. The same explanation holds for the anti-resonance frequencies. It can also be observed that increased variability of the parametric uncertainties (as is represented by the increasing value of $\sigma_{a}$ ) results
in an increase of this added damping effect which is consistent with the previous explanation.
The standard deviation of the frequency domain response of the tip deflection for different spectral order of solution of the reduced basis approach is compared with the direct MCS and is shown in Fig. 4, for different values of $\sigma_{a}$. We find that the standard deviation is maximum


Figure 4: The standard deviation of the tip deflection of the Euler-Bernoulli beam under unit amplitude harmonic point load at the free end. The response is obtained with 10,000 sample MCS and for $\sigma_{a}=$ $\{0.05,0.10,0.15,0.20\}$.
at the resonance frequencies which is expected due to the differences in the resonance peak of each sample. It is again observed that the direct MCS solution and the reduced order approach give almost identical results, which demonstrate the effectiveness of the proposed approach.

Fig. 5 shows the relative standard deviation of the response of the beam at two frequencies 154 Hz and 412 Hz , which correspond to the anti-resonance and resonance frequencies of the cantilever beam respectively. The relative standard deviation values have been obtained for a set of 4 values of $\sigma_{a}$, which represents the different degrees of variability of the system uncertainty. The results obtained with the Galerkin approach for the different order of spectral functions have been compared to the direct MCS, and a good agreement between the two results have been obtained. It is interesting to point out here that the standard deviation decreases with the values of $\sigma_{a}$ for the anti-resonance frequency while it increases for the resonance frequencies.


Figure 5: The relative standard deviation of the deflection of the tip (which has been obtained by normalizing the value of the standard deviation with the deterministic system response at the same frequency) versus the standard deviation ( $\sigma_{a}$ ) of the random field of the Euler-Bernoulli beam under unit amplitude harmonic point load at the free end. The two frequencies, namely 154 Hz and 412 Hz are considered. They correspond to off-resonance and resonance frequencies respectively. The plots are shown for 4 different values of $\sigma_{a}=\{0.05,0.10,0.15,0.20\}$ and calculated with 10,000 random samples.

This is consistent with the results shown in Fig. 4 which shows that an increased value of the variance of the random field has the effect of an increasing added damping on the system, when an averaging is done over the sample space. Thus the resonance response is expected to reduce with the increased variability of the random field while the anti-resonance response will increase.

The probability density function of the deflection of the tip of the cantilever beam for different degrees of variability of the random field is shown in Fig. 6. The probability density functions have been calculated at the frequency of 412 Hz , which is a resonance frequency of the beam. The results indicate that with the increase in the degree of uncertainty (variance) of the system, the lower values of deflection has a higher probability which is absolutely consistent with the standard deviation curve shown in Fig. 5(a) and the comparison of the mean deflection of the stochastic system with the deterministic response in Fig. 3. This shows that the increase in the variability of the stochastic system has a damping effect on the response.

The results establish the applicability of this spectral reduced basis method with Galerkin error minimization technique as a satisfactory working model for providing solution of the stochastic structural systems. The method is found to be consistent with the direct MCS approach, while being much more computationally efficient than the latter.

## 8 Conclusions

We have considered the discretized stochastic partial differential equation for structural dynamic systems with generally non-Gaussian random fields. In the classical spectral stochastic finite element approach, the solution is projected into an infinite dimensional orthonormal basis functions and the associated constant vectors are obtained using the Galerkin type of error minimization approach. Here an alternative approach in the frequency domain is proposed. The solution is projected into a finite dimensional reduced vector basis and the associated complex coefficient functions are obtained. The coefficient functions, called as the spectral functions, are


Figure 6: The probability density function (PDF) of the tip deflection of the Euler-Bernoulli beam at 210 Hz under unit amplitude harmonic point load at the free end. The response is obtained with 10,000 samples and for $\sigma_{a}=\{0.05,0.10,0.15,0.20\}$.
expressed in terms of the spectral properties of the mass and stiffness matrices appearing in the discretized governing equation. It is shown that then the resulting series converges to the exact solution in probability 1 . This is a stronger convergence compared to the classical polynomial chaos which converges in the mean-square sense in the Hilbert space.

Using the spectral functions, a Galerkin error minimization approach in the complex domain has been developed in a reduced vector basis. It is shown that the number of unknown constants can be obtained by solving a system of linear equations which have a dimension much smaller than the dimension of the original discretized equation. A simple numerical approach to obtain the reduced dimension has been suggested based on the ratio of the eigenvalues of the stiffness matrix corresponding to the baseline model. A numerical approach using a general-order spectral function has been developed. Based on these, a hybrid analytical-simulation approach is proposed to obtain the statistical properties of the solution.

The computational efficiency of the proposed reduced spectral approach has been demon-
strated for large linear systems with non-Gaussian random variables. It may be possible to extend the underlying idea to the class of non-linear problems. For example, the proposed spectral approach can be used for every linearisation step or every time step. Further research is necessary in this direction.

## Acknowledgements

AK acknowledges the financial support from the Swansea University through the award for Zienkiewicz scholarship. SA acknowledges the financial support from The Royal Society of London through the Wolfson Research Merit Award.

## References

[1] A. Nouy, "Recent developments in spectral stochastic methods forthenumerical solution of stochastic partial differential equations," Archives of Computational Methods in Engineering, vol. 16, pp. 251-285, 2009.
[2] D. C. Charmpis, G. I. Schueeller, and M. F. Pellissetti, "The need for linking micromechanics of materials with stochastic finite elements: A challenge for materials science," Computational Materials Science, vol. 41, no. 1, pp. 27-37, 2007.
[3] G. Stefanou, "The stochastic finite element method: Past, present and future," Computer Methods in Applied Mechanics and Engineering, vol. 198, no. 9-12, pp. 1031 - 1051, 2009.
[4] R. Ghanem and P. D. Spanos, Stochastic Finite Elements: A Spectral Approach. New York, USA: Springer-Verlag, 1991.
[5] M. Kleiber and T. D. Hien, The Stochastic Finite Element Method. Chichester: John Wiley, 1992.
[6] H. G. Matthies, C. E. Brenner, C. G. Bucher, and C. G. Soares, "Uncertainties in probabilistic numerical analysis of structures and solids - stochastic finite elements," Structural Safety, vol. 19, no. 3, pp. 283-336, 1997.
[7] C.-C. Li and A. D. Kiureghian, "Optimal discretization of random fields," Journal of Engineering Mechanics, vol. 119, no. 6, pp. 1136-1154, 1993.
[8] A. Papoulis and S. U. Pillai, Probability, Random Variables and Stochastic Processes. Boston, USA: McGraw-Hill, fourth ed., 2002.
[9] R. Ghanem, "The nonlinear gaussian spectrum of log-normal stochastic processes and variables," Journal of Applied Mechanics-ASME, vol. 66, pp. 964-973, 1989.
[10] D. B. Xiu and G. E. Karniadakis, "The wiener-askey polynomial chaos for stochastic differential equations," Siam Journal on Scientific Computing, vol. 24, no. 2, pp. 619-644, 2002.
[11] D. B. Xiu and G. E. Karniadakis, "Modeling uncertainty in flow simulations via generalized polynomial chaos," Journal of Computational Physics, vol. 187, no. 1, pp. 137-167, 2003.
[12] X. L. Wan and G. E. Karniadakis, "Beyond wiener-askey expansions: Handling arbitrary pdfs," Journal of Scientific Computing, vol. 27, no. (-3, pp. 455-464, 2006.
[13] H. G. Matthies and A. Keese, "Galerkin methods for linear and nonlinear elliptic stochastic partial differential equations," Computer Methods in Applied Mechanics and Engineering, vol. 194, no. 12-16, pp. 1295-1331, 2005.
[14] I. Babuska, R. Tempone, and G. E. Zouraris, "Galerkin finite element approximations of stochastic elliptic partial differential equations," Siam Journal on Numerical Analysis, vol. 42, no. 2, pp. 800-825, 2004.
[15] I. Babuska, R. Tempone, and G. E. Zouraris, "Solving elliptic boundary value problems with uncertain coefficients by the finite element method: the stochastic formulation," Computer Methods in Applied Mechanics and Engineering, vol. 194, no. 12-16, pp. 1251 1294, 2005.
[16] R. A. Horn and C. R. Johnson, Matrix Analysis. Cambridge, UK: Cambridge University Press, 1985.
[17] W. K. Liu, T. Belytschko, and A. Mani, "Random field finite-elements," International Journal for Numerical Methods in Engineering, vol. 23, no. 10, pp. 1831-1845, 1986.
[18] F. Yamazaki, M. Shinozuka, and G. Dasgupta, "Neumann expansion for stochastic finite element analysis," Journal of Engineering Mechanics-ASCE, vol. 114, no. 8, pp. 13351354, 1988.
[19] S. Adhikari and C. S. Manohar, "Dynamic analysis of framed structures with statistical uncertainties," International Journal for Numerical Methods in Engineering, vol. 44, no. 8, pp. 1157-1178, 1999.
[20] M. Grigoriu, "Galerkin solution for linear stochastic algebraic equations," Journal of Engineering Mechanics-Asce, vol. 132, no. 12, pp. 1277-1289, 2006.
[21] G. Falsone and N. Impollonia, "A new approach for the stochastic analysis of finite element modelled structures with uncertain parameters," Computer Methods in Applied Mechanics and Engineering, vol. 191, no. 44, pp. 5067-5085, 2002.
[22] C. F. Li, Y. T. Feng, and D. R. J. Owen, "Explicit solution to the stochastic system of linear algebraic equations $\left(\alpha_{1} A_{1}+\alpha_{2} A_{2}+\cdots+\alpha_{m} A_{m}\right) x=b$," Computer Methods in Applied Mechanics and Engineering, vol. 195, no. 44-47, pp. 6560-6576, 2006.
[23] Y. T. Feng, "Adaptive preconditioning of linear stochastic algebraic systems of equations," Communications in Numerical Methods in Engineering, vol. 23, no. 11, pp. 1023-1034, 2007.
[24] M. Papadrakakis and V. Papadopoulos, "Robust and efficient methods for stochastic finite element analysis using monte carlo simulation," Computer Methods in Applied Mechanics and Engineering, vol. 134, no. 3-4, pp. 325-340, 1996.
[25] X. Ma and N. Zabaras, "An adaptive hierarchical sparse grid collocation algorithm for the solution of stochastic differential equations," Journal of Computational Physics, vol. 228, no. 8, pp. 3084-3113, 2009.
[26] B. Ganapathysubramanian and N. Zabaras, "Sparse grid collocation schemes for stochastic natural convection problems," Journal of Computational Physics, vol. 225, no. 1, pp. 652685, 2007.
[27] P. B. Nair and A. J. Keane, "Stochastic reduced basis methods," AIAA Journal, vol. 40, no. 8, pp. 1653-1664, 2002.
[28] S. K. Sachdeva, P. B. Nair, and A. J. Keane, "Comparative study of projection schemes for stochastic finite element analysis," Computer Methods in Applied Mechanics and Engineering, vol. 195, no. 19-22, pp. 2371-2392, 2006.
[29] S. K. Sachdeva, P. B. Nair, and A. J. Keane, "Hybridization of stochastic reduced basis methods with polynomial chaos expansions," Probabilistic Engineering Mechanics, vol. 21, no. 2, pp. 182-192, 2006.
[30] A. Sarkar, N. Benabbou, and R. Ghanem, "Domain decomposition of stochastic PDEs: Theoretical formulations," International Journal for Numerical Methods in Engineering, vol. 77, no. 5, pp. 689-701, 2009.
[31] G. Blatman and B. Sudret, "An adaptive algorithm to build up sparse polynomial chaos expansions for stochastic finite element analysis," Probabilistic Engineering Mechanics, vol. 25, no. 2, pp. 183 - 197, 2010.
[32] A. Nouy, "A generalized spectral decomposition technique to solve a class of linear stochastic partial differential equations," Computer Methods in Applied Mechanics and Engineering, vol. 196, no. 45-48, pp. 4521-4537, 2007.
[33] A. Nouy, "Generalized spectral decomposition method for solving stochastic finite element equations: Invariant subspace problem and dedicated algorithms," Computer Methods in Applied Mechanics and Engineering, vol. 197, no. 51-52, pp. 4718-4736, 2008.
[34] M. Petyt, Introduction to Finite Element Vibration Analysis. Cambridge, UK: Cambridge University Press, 1998.
[35] V. Lenaerts, G. Kerschen, and J. C. Golinval, "Physical interpretation of the proper orthogonal modes using the singular value decomposition," Journal of Sound and Vibration, vol. 249, pp. 849-865, January 2002.
[36] M. Khalil, S. Adhikari, and A. Sarkar, "Linear system identification using proper orthogonal decomposition," Mechanical System and Signal Processing, vol. 21, pp. 3123-3145, November 2007.
[37] P. Kerfriden, P. Gosselet, S. Adhikari, and S. Bordas, "Bridging the proper orthogonal decomposition methods and augmented newton-krylov algorithms: An adaptive model order reduction for highly nonlinear mechanical problems," Computer Methods in Applied Mechanics and Engineering, vol. 200, no. 5-8, pp. 850-866, 2011.
[38] O. C. Zienkiewicz and R. L. Taylor, The Finite Element Method. London: McGraw-Hill, fourth ed., 1991.

